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#### Abstract

The homogeneous Fokker-Planck-Landau equation is investigated for Coulombic potential and isotropic distribution function, i.e., when the distribution function depends only on time and on the modulus of the velocity. We derive a conservative and entropy decaying semidiscretized Landau equation for which we prove the existence of global in-time positive solutions. This scheme is not based on the so-called "Landau-Log" formulation of the operator and ensures the physically relevant longtime behavior of the solution. © 2002 Elsevier Science (USA) Key Words: kinetic models; Fokker-Planck-Landau equation; system of ordinary differential equations; Cauchy problem; plasma physics; numerical schemes.


## INTRODUCTION

The Fokker-Planck-Landau equation (FPLE in the remainder) is commonly used in plasma physics when kinetic effects between charged particles under Coulomb interaction are studied.

The isotropic FPLE is generally used in the modeling of inertial controlled fusion. More precisely, it is used to describe electronic energy transport phenomena in a plasma produced by a laser. Under some conditions, it is well known that the fluid theory, for which the hydrodynamics equations are closed using the law for the thermal fluxes proposed by Spitzer-Harm [27], is not valid [14, 15]. A more accurate solution is to use a model based on the expansion of the FPLE in spherical harmonics, by only retaining the first two terms and the isotropic FPL operator is the leading order of the collision operator [14, 15]. Expansion of such ideas to the relativistic case can be found in [26] and references therein. In this paper, the author emphasize the care that must be taken in the numerical treatment of the classical FPLE. There are other applications, for example, in astrophysics where the FPLE is used for star cluster modeling [10, 11].

A conservative and entropy scheme for the spherical and homogeneous FPLE was first proposed in [3]. The authors give an upper bound for the time step to ensure the decay of the mathematical entropy without a complete proof of their assertion. Entropy decay is very important since it is physically relevant and seems to prevent oscillations, as shown in numerical examples in [6] and proved for the linear case in [5]. At the continuous level and for obvious physical reasons, the solution remains positive at any time, as proved by Desvillettes and Villani in the general 3D case [13]. Thus, the discretization must preserve this property and this does not appear clearly in [3]. See [5] for an example of a conservative discretization which does not preserve positivity for all positive initial data. Such schemes have been studied in [5] and references therein and these schemes rely on the so-called "Landau-Log" formulation of the operator, to be defined in the next section. In 1987, Berezin et al. announced that, in the isotropic case, the main properties can be achieved on the "nonlog form" of the FPLE [3]. One aim of this paper is to provide a proof of this assertion and to obtain some insight into the long-time behavior of the solutions for the semidiscretized FPLE.

Indeed, it has been proved recently in [6] that the existence of a unique, conservative, entropy decaying and global in-time solution holds for the semidiscretized FPLE. However, some questions were still open such as the long-time behavior of the semidiscretized or time discretized solution for which it is expected that the distribution function converges toward the discretized Maxwellian. We shall prove this property. Let us point out that this is the first result to our knowledge of the long-time behavior of the solution of the discretized FPLE.

This paper is organized as follows: in the first part, we recall briefly the continuous FPLE in the homogeneous and isotropic case, and we refer to [6] for more details. Then, we present the non-log discretization and we prove the properties of conservation, H-theorem, and trend to equilibrium. In the third section, we prove the existence of a global positive solution using a classical upper bound of the loss term as usual for the Boltzmann equation and that this solution tends to the Maxwellian. The last section is devoted to the time discretization approximation of the FPLE. For the time explicit discretization we prove that under a time step restriction involving the $L^{\infty}$ of $f$ or $\varepsilon f$ the scheme is positive and entropic. We prove also that second-order time discretization defines a positive scheme. The derivation of an implicit scheme is also considered.

The isotropic FPLE could also be used to produce reference solutions to study numerical schemes proposed in the 3D velocity space [5, 7] or in the 2D axisymmetric case [16, 22] since no analytical solutions are known in the Coulombic case. The extension of this non-log form for the full tridimensional case, which is of physical interest for plasma physics, is not straightforward. Indeed, the simplest way to discretize the non-log form is not entropy decaying and provides a negative distribution function after arbitrary short time as shown in [5]. The study of the convergence of the constructed solutions when the mesh size $\Delta \varepsilon$ goes to 0 is beyond the scope of this paper.

## 1. THE HOMOGENEOUS AND ISOTROPIC FPLE

We present the homogeneous nonlinear FPLE in the isotropic case where the distribution function $f(\vec{x}, \vec{v}, t)$ depends only on the modulus of the velocity $v=\|\vec{v}\|$ and on the time $t$; i.e., $f(\vec{x}, \vec{v}, t)=f(v, t)$. We shall consider $f$ as a function of $\varepsilon=v^{2}$, which is the energy variable. For isotropic distribution functions, the FPLE for Coulombic potentials can be
written (see $[3,6]$ for more details), on a bounded domain $\varepsilon \in\left[0, \varepsilon_{0}\right]$, in the form

$$
\begin{equation*}
\frac{\partial f}{\partial t}=\frac{1}{\sqrt{\varepsilon}} \frac{\partial}{\partial \varepsilon} \int_{0}^{\varepsilon_{0}} f f^{\prime}\left(\frac{\partial}{\partial \varepsilon} \ln f-\frac{\partial}{\partial \varepsilon^{\prime}} \ln f^{\prime}\right) k\left(\varepsilon, \varepsilon^{\prime}\right) d \varepsilon^{\prime} \tag{1.1}
\end{equation*}
$$

where we define $k=k\left(\varepsilon, \varepsilon^{\prime}\right)=\inf \left(\varepsilon^{3 / 2},\left(\varepsilon^{\prime}\right)^{3 / 2}\right)$ and $f$ (resp. $f^{\prime}$ ) denotes $f(\varepsilon, t)$ (resp. $\left.f\left(\varepsilon^{\prime}, t\right)\right)$ to simplify the notations.

This operator can be equivalently written in the following weak form (let $\phi(\varepsilon)$ be any function time independent test (smooth and decaying)) by integrating (1.1) by parts,

$$
\begin{equation*}
\int_{0}^{\varepsilon_{0}} \frac{\partial f}{\partial t} \phi \sqrt{\varepsilon} d \varepsilon=-\frac{1}{2} \int_{0}^{\varepsilon_{0}} \int_{0}^{\varepsilon_{0}} f f^{\prime}\left(\frac{\partial}{\partial \varepsilon} \phi-\frac{\partial}{\partial \varepsilon^{\prime}} \phi^{\prime}\right)\left(\frac{\partial}{\partial \varepsilon} \ln f-\frac{\partial}{\partial \varepsilon^{\prime}} \ln f^{\prime}\right) k d \varepsilon^{\prime} d \varepsilon \tag{1.2}
\end{equation*}
$$

where we assume that $\frac{\partial}{\partial \varepsilon} \phi\left(\varepsilon_{0}\right)=0$ and also that $k(0, \varepsilon)=0$ to get rid of the boundary terms in the integration by parts. Let us recall that FPLE satisfies the conservation of mass (resp. energy) (by choosing $\phi=1$ (resp. $\phi=\varepsilon$ ) in (1.2))

$$
\begin{equation*}
\rho=\int_{0}^{\varepsilon_{0}} f(\varepsilon) \sqrt{\varepsilon} d \varepsilon, \quad \rho E=\int_{0}^{\varepsilon_{0}} f(\varepsilon) \varepsilon^{3 / 2} d \varepsilon \tag{1.3}
\end{equation*}
$$

The mathematical (or negative) entropy $H$, defined by

$$
\begin{equation*}
H=\int_{0}^{\varepsilon_{0}} f(\varepsilon) \ln (f(\varepsilon)) d \varepsilon \tag{1.4}
\end{equation*}
$$

is decreasing in time, by letting $\phi=\ln (f)$ in the weak formulation of FPLE and using the mass conservation, and satisfies the H -theorem $\partial_{t} H=0 \Leftrightarrow f=\exp (-A \varepsilon+B)$. Note that the FPLE can be equivalently written in the so-called non-log weak form

$$
\begin{equation*}
\int_{0}^{\varepsilon_{0}} \frac{\partial f}{\partial t} \phi \sqrt{\varepsilon} d \varepsilon=-\frac{1}{2} \int_{0}^{\varepsilon_{0}} \int_{0}^{\varepsilon_{0}}\left(\frac{\partial}{\partial \varepsilon} \phi-\frac{\partial}{\partial \varepsilon^{\prime}} \phi^{\prime}\right)\left(f^{\prime} \frac{\partial}{\partial \varepsilon} f-f \frac{\partial}{\partial \varepsilon^{\prime}} f^{\prime}\right) k d \varepsilon^{\prime} d \varepsilon \tag{1.5}
\end{equation*}
$$

In previous works [12], the discretization was performed on the log form (1.2) of the FPLE to prove the decay of entropy. In this paper, we prove that this property can be achieved on a discretization on the non-log form (1.5). Note that, at the continuous level, the two formulations are equivalent but this is not the case after the discretizations we shall now present.

## 2. THE SEMIDISCRETIZED PROBLEM

The discretization of the FPLE follows exactly the same lines as the discretization described in [6]. We briefly recall the notations which are used in the remainder of the paper.

### 2.1. Discretization in Velocity Space

Let us introduce the uniform discretization $f_{i}=f\left(\varepsilon_{i}\right)$, where $\left(\varepsilon_{i}\right)_{i=1 \ldots N}=(i-1) \Delta \varepsilon$ such that $\varepsilon_{N}=\varepsilon_{0}$. The $\varepsilon$-derivatives are approximated according to the simplest choice of
finite difference operator; namely, we define for any discretized function $\left(\phi_{i}\right)_{i=1 \ldots N} \mathrm{D} \phi_{i}=$ $\left(\phi_{i+1}-\phi_{i}\right) / \Delta \varepsilon, i=1 \ldots N-1$. We note $\varepsilon_{i+1 / 2}=\left(\varepsilon_{i+1}+\varepsilon_{i}\right) / 2$ and $v_{i+1 / 2}$ as the mean value of the velocity on $\left[\varepsilon_{i}, \varepsilon_{i+1}\right]$; i.e., $v_{i+1 / 2}=\frac{1}{\Delta \varepsilon} \int_{\varepsilon_{i}}^{\varepsilon_{i+1}} \sqrt{\varepsilon} d \varepsilon=\frac{2}{3 \Delta \varepsilon}\left(\varepsilon_{i+1}^{3 / 2}-\varepsilon_{i}^{3 / 2}\right)$. Let us consider first the discretization of the expression $\int_{0}^{\varepsilon_{0}} \phi(\varepsilon) \sqrt{\varepsilon} d \varepsilon$ for any function $\phi$. By using the trapezoidal quadrature formula with respect to the measure $\sqrt{\varepsilon} d \varepsilon$, we approximate it by
$\int_{0}^{\varepsilon_{0}} \phi(\varepsilon) \sqrt{\varepsilon} d \varepsilon=\sum_{i=1}^{N-1} \int_{\varepsilon_{i}}^{\varepsilon_{i+1}} \phi(\varepsilon) \sqrt{\varepsilon} d \varepsilon \simeq \sum_{i=1}^{N-1} \frac{1}{2}\left(\phi_{i}+\phi_{i+1}\right) v_{i+1 / 2} \Delta \varepsilon \stackrel{\text { def }}{=} \sum_{i=1}^{N} c_{i} \phi_{i}$,
with $c_{i}$ defined by the above formula such that $c_{1}=v_{3 / 2} \Delta \varepsilon=\frac{1}{3} \varepsilon_{2}^{3 / 2}, c_{i}=\frac{1}{2}\left(v_{i+1 / 2} \Delta \varepsilon+\right.$ $\left.v_{i-1 / 2} \Delta \varepsilon\right)=\frac{1}{3}\left(\varepsilon_{i+1}^{3 / 2}-\varepsilon_{i-1}^{3 / 2}\right)$, for $i=2 \ldots N-1$, and $c_{N}=v_{N-1 / 2} \Delta \varepsilon=\frac{1}{3}\left(\varepsilon_{N}^{3 / 2}-\varepsilon_{N-1}^{3 / 2}\right)$. Once applied to the left-hand side of (1.5) with $\frac{\partial f}{\partial t} \phi$, we obtain the discretization of

$$
\int_{0}^{\varepsilon_{0}} \frac{\partial f}{\partial t} \phi \sqrt{\varepsilon} d \varepsilon \quad \text { as } \quad \sum_{i=1}^{N} c_{i} \frac{\partial f_{i}}{\partial t} \phi_{i}
$$

We now turn to the discretization of the right-hand side of (1.5),

$$
\begin{equation*}
\text { (r.h.s.) }=-\frac{1}{2} \sum_{i=1}^{N-1} \sum_{j=1}^{N-1} \int_{\varepsilon_{i}}^{\varepsilon_{i+1}} \int_{\varepsilon_{j}}^{\varepsilon_{j+1}} f f^{\prime}\left(\frac{\partial}{\partial \varepsilon} \phi-\frac{\partial}{\partial \varepsilon^{\prime}} \phi^{\prime}\right)\left(\frac{\partial}{\partial \varepsilon} \ln f-\frac{\partial}{\partial \varepsilon^{\prime}} \ln f^{\prime}\right) k d \varepsilon^{\prime} d \varepsilon \tag{2.2}
\end{equation*}
$$

Using for each integral in (2.2) a midpoint quadrature formula, we approximate (2.2) by

$$
\begin{equation*}
-\frac{1}{2} \sum_{i=1}^{N-1} \sum_{j=1}^{N-1} g_{i, j} k_{i, j} \Delta \varepsilon \Delta \varepsilon\left(\mathrm{D} \phi_{i}-\mathrm{D} \phi_{j}\right)\left(\mathrm{D}(\ln f)_{i}-\mathrm{D}(\ln f)_{j}\right) \tag{2.3}
\end{equation*}
$$

with $k_{i, j}=k\left(\varepsilon_{i+1 / 2}^{3 / 2}, \varepsilon_{j+1 / 2}^{3 / 2}\right)$ and the terms $g_{i, j}$ standing for an approximation of the distribution function product $f_{i} f_{j}$ at the center of the interval $\left[\varepsilon_{i}, \varepsilon_{i+1}\right] \times\left[\varepsilon_{j}, \varepsilon_{j+1}\right]$, which are now to be defined.

### 2.2. Choice of the Functions $\boldsymbol{g}_{i, j}$

In [3], the terms $g_{i, j}$ are of the form $g_{i} g_{j}$, where the $g_{i}$ are taken as an arithmetic mean of $f_{i}$ and $f_{i+1}$. This yields a discrete model for which it cannot be proved that the distribution function remains positive, as it must be. In [6], we consider the harmonic average; that is, $\left(2 f_{i} f_{i+1}\right) /\left(f_{i}+f_{i+1}\right)$. This approximation was already used in [5], for the linear and 3D nonlinear cases of the Fokker-Planck-Landau equation and the resulting discrete model for which the existence of a global positive solution can be proved using the estimate $g_{i} \leq 2 \min \left(f_{i}, f_{i+1}\right)$. In this paper, we consider the expression for $g_{i, j}$

$$
\begin{equation*}
g_{i, j} \stackrel{\text { def }}{=} \frac{f_{i} \mathrm{D} f_{j}-f_{j} \mathrm{D} f_{i}}{\mathrm{D}(\ln f)_{j}-\mathrm{D}(\ln f)_{i}}, \quad \text { if } \mathrm{D}(\ln f)_{j} \neq \mathrm{D}(\ln f)_{i} \tag{2.4}
\end{equation*}
$$

and $g_{i, j}=f_{i} f_{j}$ when $\mathrm{D}(\ln f)_{j}=\mathrm{D}(\ln f)_{i}$ but the corresponding contribution in the sum vanishes. Indeed, for a uniform grid and only in this case the above expression can be simplified into

$$
g_{i, j}=\frac{f_{i} f_{j+1}-f_{j} f_{i+1}}{\ln \left(f_{j+1} f_{i}\right)-\ln \left(f_{i+1} f_{j}\right)} .
$$

Using the mean value theorem for the $\ln$ function, we have

$$
\min \left(f_{i} f_{j+1}, f_{j} f_{i+1}\right) \leq g_{i, j} \leq \max \left(f_{i} f_{j+1}, f_{j} f_{i+1}\right)
$$

Note that this approximation is of second order, for a uniform grid. Using this expression of $g_{i, j},(2.3)$ becomes

$$
\begin{equation*}
-\frac{1}{2} \sum_{i=1}^{N-1} \sum_{j=1}^{N-1} k_{i, j} \Delta \varepsilon \Delta \varepsilon\left(\mathrm{D} \phi_{i}-\mathrm{D} \phi_{j}\right)\left(f_{j} \mathrm{D} f_{i}-f_{i} \mathrm{D} f_{j}\right) \tag{2.5}
\end{equation*}
$$

One recovers the scheme proposed in [3], which can be obtained directly from the non$\log$ form (1.5) of the FPLE. We prefer to derive it from the $\log$ form because this helps to check easily the main properties of the operator, conservation, H-theorem, which were given without any proof in [3].

Note that $\mathrm{D} \phi_{i}$ is also a second-order approximation of the derivative at the center of the cell $\left[\varepsilon_{i}, \varepsilon_{i+1}\right]$. Thus, if there exists a smooth solution of FPLE, the discretization error will be of second order. This is some kind of consistency result for the scheme.

Note that such average (2.4), in the case the uniform grid and for the linear Fokker-Planck equation, has already been used in [8] and is called the entropic average.

### 2.3. The System of ODE Associated to the Semidiscretized FLPE

From (2.1) and (2.5), the weak semidiscretized formulation of FPLE reads

$$
\begin{equation*}
\sum_{i=1}^{N} c_{i} \frac{\partial f_{i}}{\partial t} \phi_{i}=-\frac{1}{2} \sum_{i=1}^{N-1} \sum_{j=1}^{N-1} g_{i, j} k_{i, j} \Delta \varepsilon \Delta \varepsilon\left(\mathrm{D} \phi_{i}-\mathrm{D} \phi_{j}\right)\left(\mathrm{D}(\ln f)_{i}-\mathrm{D}(\ln f)_{j}\right) \tag{2.6}
\end{equation*}
$$

or equivalently, using the definition of $g_{i, j}$,

$$
\sum_{i=1}^{N} c_{i} \frac{\partial f_{i}}{\partial t} \phi_{i}=-\frac{1}{2} \sum_{i=1}^{N-1} \sum_{j=1}^{N-1} k_{i, j} \Delta \varepsilon \Delta \varepsilon\left(\mathrm{D} \phi_{i}-\mathrm{D} \phi_{j}\right)\left(f_{j} \mathrm{D} f_{i}-f_{i} \mathrm{D} f_{j}\right)
$$

By factorizing the terms $\phi_{i}$ in (2.6) as explained in [6], we obtain a system of ordinary differential equations of the form

$$
\begin{equation*}
\frac{d f_{i}}{d t}=\mathrm{FP}_{i}, \quad i=1 \ldots N \tag{2.7}
\end{equation*}
$$

with $\mathrm{FP}_{1}=p_{1} / c_{1}, \mathrm{FP}_{i}=\left(p_{i}-p_{i-1}\right) / c_{i}$, for $i=2 \ldots N-1$, and $\mathrm{FP}_{N}=-p_{N-1} / c_{N-1}$, and for all $i=1 \ldots N-1$,

$$
\begin{equation*}
p_{i} \stackrel{\operatorname{def}}{=} \sum_{j=1}^{N-1} g_{i, j} k_{i, j} D_{i, j} \Delta \varepsilon, \tag{2.8}
\end{equation*}
$$

where $D_{i, j}$ stands for $\left(\mathrm{D}(\ln f)_{i}-\mathrm{D}(\ln f)_{j}\right)$. One can also write the equivalent non-log form using the definition of $g_{i, j}(2.4)$.

$$
p_{i}=\sum_{j=1}^{N-1} k_{i, j}\left(f_{j} f_{i+1}-f_{i} f_{j+1}\right)
$$

and system (2.7) becomes, for $i=2 \ldots N-1$,

$$
\frac{d f_{i}}{d t}=\frac{1}{c_{i}}\left(\sum_{j=1}^{n-1} k_{i, j} f_{j} f_{i+1}+\sum_{j=1}^{n-1} k_{i-1, j} f_{j+1} f_{i-1}-\left(\sum_{j=1}^{n-1} k_{i, j} f_{j+1}+k_{i-1, j} f_{j}\right) f_{i}\right)
$$

and can be written in the form of gain and loss as usual for the Boltzmann type operator,

$$
\frac{d f_{i}}{d t}=K_{i}(f)-L_{i}(f) f_{i}
$$

Note the three-diagonal structure of this nonlinear system of ordinary differential equations. Let us end the description of the discrete FPLE by a useful result for the following sections:

LEMMA 2.1. If we set $L_{1}=\sup _{i}\left(\Delta \varepsilon \sqrt{\varepsilon_{i+1 / 2}}\right) / c_{i}$ and $L_{2}=\sup _{i}\left(\Delta \varepsilon \sqrt{\varepsilon_{i+1 / 2}}\right) / c_{i+1}$ and if $N$ is sufficiently large then $L_{1}$ and $L_{2}$ are uniformly bounded in $N$; that is,

$$
L_{1} \leq \frac{3}{\sqrt{2}} \quad \text { and } \quad L_{2} \leq \frac{3}{\sqrt{2}}
$$

The basic proof relies on the explicit definition of the sequences $\varepsilon_{i+1 / 2}$ and $c_{i}$.

### 2.4. Properties of the Semidiscretized FPLE

One can now check the conservation of mass and energy (1.3) at the discretized level,

$$
\rho=\sum_{j=1}^{N} c_{j} f_{j} \text { (mass), } \quad \rho E=\sum_{j=1}^{N} c_{j} f_{j} \varepsilon_{j} \text { (energy), }
$$

where the sequence $c_{i}$ defined by (2.1) corresponds to the measure associated with the choice of $\varepsilon_{i}$. Let us assume for the moment that there exists a (vector) solution $f(t)$ of system (2.7) that is global, strictly positive, and smooth in time. The two quantities defined above for this solution $f$ are conserved through the evolution of the system by taking $\phi_{i}=1$ and $\phi_{i}=\varepsilon_{i}$ in (2.6). Moreover, the discretized entropy defined by

$$
\begin{equation*}
H=H(f) \stackrel{\text { def }}{=} \sum_{j=1}^{N} c_{j} f_{j} \ln \left(f_{j}\right) \tag{2.9}
\end{equation*}
$$

decays in time. This can be easily checked using the weak discretized formulation (2.6) with test function $\phi_{i}=\ln \left(f_{i}\right)$,

$$
\frac{d H}{d t}=\sum_{i=1}^{N} c_{i} \frac{d f_{i}}{d t} \ln \left(f_{i}\right)+\sum_{i=1}^{N} c_{i} \frac{d \ln \left(f_{i}\right)}{d t} f_{i}=-\frac{1}{2} \sum_{i=1}^{N-1} \sum_{j=1}^{N-1} g_{i, j} k_{i, j} \Delta \varepsilon \Delta \varepsilon D_{i, j}^{2} \leq 0
$$

since the second sum vanishes using mass conservation. Note that the property can also be verified directly on the non-log form using the $(x-y)(\ln x-\ln y) \geq 0$ property (as usual for the Boltzmann equation). Indeed, one has

$$
\begin{equation*}
\frac{d H}{d t}=-\frac{1}{2} \sum_{i=1}^{N-1} \sum_{j=1}^{N-1} k_{i, j}\left(f_{i+1} f_{j}-f_{j+1} f_{i}\right)\left(\ln \left(f_{i+1} f_{j}\right)-\ln \left(f_{i+1} f_{j}\right)\right) . \tag{2.10}
\end{equation*}
$$

We shall prove that $\frac{d H}{d t}=0$ is equivalent to $f_{i}=M_{i}$, where $M_{i}$ is the discrete Maxwellian

$$
\begin{equation*}
M_{i}=n_{0} \exp \left(\alpha \varepsilon_{i}\right) \tag{2.11}
\end{equation*}
$$

where $n_{0}$ and $\alpha$ are such that mass and energy are the same as for the initial data,

$$
\rho=n_{0} \sum_{j=1}^{N} c_{j} \exp \left(\alpha \varepsilon_{j}\right), \quad \rho E=n_{0} \sum_{j=1}^{N} c_{j} \varepsilon_{j} \exp \left(\alpha \varepsilon_{j}\right)
$$

This system of two equations ( $\rho, E$ being the data, $\alpha, n_{0}$ the unknowns) can be reduced to the following equation for the parameter $\alpha$

$$
E=\frac{\sum_{j=1}^{N} c_{j} \varepsilon_{j} \exp \left(\alpha \varepsilon_{j}\right)}{\sum_{j=1}^{N} c_{j} \exp \left(\alpha \varepsilon_{j}\right)}
$$

It is proved that this defines a unique $\alpha$, which is negative when $\varepsilon_{0}$ is large enough. The existence of such an equilibrium state is discussed in Appendix A.

The converse implication ( $f=M \Rightarrow d H / d t=0$ ) is obvious, since all the terms in the sum vanish. We can prove the direct implication easily, which is usually not easy to prove for other collision operators. Indeed, the term in the sum (2.6) vanishes for any discrete test function if and only if

$$
f_{j+1} f_{i}=f_{i+1} f_{j}, \quad \forall(i, j) \in[1, N-1]^{2}
$$

Therefore, the ratio $f_{i+1} / f_{i}$ is constant and thus the sequence $f_{i}$ is geometric, i.e., equal to $M_{i}$ given by (2.11).

### 2.5. Existence of a Global Solution for the Semidiscretized FPLE

The existence of a positive global-in-time solution for this system is based on the upper bound of the loss term like in the proof for the Boltzmann equation [17]. We have the following upper bound for the loss term $K_{i}(f)$.

LEMMA 2.2.

$$
\begin{equation*}
\sup _{i} K_{i}(f) \leq \frac{9 \rho(f)}{(\Delta \varepsilon)^{2}} \sqrt{3 T+\frac{\Delta \varepsilon}{2}} . \tag{2.12}
\end{equation*}
$$

Proof. Let us first examine the situation for the interior points, that is, for $i=2, \ldots$, $N-1$. In this case, let us recall that the gain terms are

$$
K_{i}(f)=\frac{1}{\Delta \varepsilon c_{i}}\left(\sum_{j=2}^{N} k_{i, j-1} f_{j} \Delta \varepsilon+\sum_{j=1}^{N-1} k_{i-1, j} f_{j} \Delta \varepsilon\right)
$$

and we recall that $k_{i j}=\min \left(\varepsilon_{i+1 / 2}^{3 / 2}, \varepsilon_{j+1 / 2}^{3 / 2}\right)$. Using the inequality $\min \left(a^{3 / 2}, b^{3 / 2}\right) \leq$ $\sqrt{a} \min (a, b)$, the fact that $k_{i j}$ is an increasing sequence in $i$ and $j$, Lemma 2.1, and the Cauchy-Schwartz inequality, we have

$$
\begin{aligned}
K_{i}(f) & \leq \frac{2}{\Delta \varepsilon c_{i}} \sum_{j=1}^{N} k_{i, j} f_{j} \Delta \varepsilon \leq \frac{2 \sqrt{\varepsilon_{i+1 / 2}}}{\Delta \varepsilon c_{i}} \sum_{j=1}^{N} \varepsilon_{j+1 / 2} f_{j} \Delta \varepsilon \\
& \leq \frac{2 \sqrt{\varepsilon_{i+1 / 2}}}{\Delta \varepsilon c_{i}} \sum_{j=1}^{N} \sqrt{\varepsilon_{j+1 / 2}} f_{j} c_{j} \frac{\Delta \varepsilon \sqrt{\varepsilon_{j+1 / 2}}}{c_{j}} \leq \frac{6 \sqrt{2} \rho(f)}{(\Delta \varepsilon)^{2}} \sqrt{3 T+\frac{\Delta \varepsilon}{2}} .
\end{aligned}
$$

Let us examine now the situation at the boundary. For $i=1$ we have $K_{1}(f)=\frac{1}{\Delta \varepsilon c_{1}} \sum_{j=2}^{N} k_{1, j-1} f_{j} \Delta \varepsilon \leq \frac{\sqrt{\varepsilon_{3 / 2}}}{\Delta \varepsilon c_{1}} \sum_{j=1}^{N} \varepsilon_{j+1 / 2} f_{j} \Delta \varepsilon \leq \frac{9}{2(\Delta \varepsilon)^{2}} \rho(f) \sqrt{E(f)+\frac{\Delta \varepsilon}{2}}$.

The case $i=N$ gives the same upper bound.
We define

$$
\begin{equation*}
\tau=\frac{(\Delta \varepsilon)^{2}}{9 \rho(f) \sqrt{E(f)+\frac{\Delta \varepsilon}{2}}} \tag{2.13}
\end{equation*}
$$

Proposition 2.3. The Cauchy problem for the differential equation (2.7) with strictly positive initial data admits a unique positive entropic global in-time solution.

Proof. The existence and uniqueness of the solution for short times are obtained using the classical Cauchy-Lipschitz theorem. If we prove that the solution remains positive for any time, then mass conservation gives an upper bound for the weights. Therefore, the solutions cannot blow up in finite time and we have a positive solution for arbitrary long times. We shall use the upper bound of the loss terms $K_{i}$ of Lemma 2.2.

Equation (2.12) implies that for all $i$, we have

$$
\frac{d f_{i}}{d t} \geq-\frac{1}{\tau} f_{i} \Rightarrow f_{i}(t) \geq f_{i}(t=0) \exp (-t / \tau)
$$

Such inequality implies that the weights $f_{i}$ cannot vanish in finite time.
Note that using an explicit time discretization, this estimate provides a time step limitation for positivity,

$$
f_{i}^{t+\Delta t}=f_{i}^{t}+\Delta t F P_{i}^{t} \geq f_{i}^{t}(1-\Delta t / \tau)>0
$$

if the time step is such that $\Delta t<\tau$. We prove the following result concerning the long-time behavior.

Lemma 2.4. For all strictly positive initial conditions, the solution of (2.7) verifies

$$
\forall i, \quad \lim _{t \rightarrow \infty} f_{i}=M_{i}
$$

Proof. We first prove that

$$
H(f) \geq H(M)
$$

where $M$ is the Maxwellian with the same moment as $f$. This is sometimes called the Gibbs lemma and the proof relies on the Jensen inequality. At the discrete level, we have

$$
\begin{aligned}
H(f \| M) & =H(f)-H(M)=\sum_{i=1}^{N} c_{i} f_{i} \ln \left(f_{i}\right)-\sum_{i=1}^{N} c_{i} M_{i} \ln \left(M_{i}\right) \\
& =\sum_{i=1}^{N} c_{i} f_{i} \ln \left(f_{i} / M_{i}\right)+\sum_{i=1}^{N} c_{i}\left(f_{i}-M_{i}\right) \ln \left(M_{i}\right)
\end{aligned}
$$

the second sum vanishes using conservation laws and the first sum is positive using the convexity of the function $x \mapsto x \ln (x)$ and the Jensen inequality. Thus, $H(f \| M)(t)$ is decreasing in time and positive. It converges to some value $H_{\infty}$.

We have shown that $H_{\infty}=0$ necessarily by contradiction. Else, there exists an increasing sequence $t_{k}$ such that $t_{k} \rightarrow \infty$ when $k \rightarrow \infty$ and

$$
f_{i}\left(t_{k}\right) \rightarrow f_{i}^{\infty}, \quad \frac{d H(f \mid M)\left(t_{k}\right)}{d t} \rightarrow 0
$$

indeed the weights lie in a compact set and are in finite number. It has to be proved that $\frac{d H(f \| M)}{d t}$ is continuous in time. This is clear since this is a functional defined using smooth functions from the weights $f_{i}$ which are at least $C^{1}$ functions of the time and we have shown that $\frac{d H}{d t}=0 \Rightarrow f=M$.

Thus, $f_{i}^{\infty}=M_{i}$. Using the monotonicity of $H$, one has the convergence of $H(f \| M)$ when $t \rightarrow \infty$ (not only for a sequence of increasing time). Then, we use the Czizar-Kullback inequality (see [18])

$$
\|f-M\|_{L^{1}}^{2} \leq 2 H(f \| M)
$$

i.e.,

$$
\left(\sum_{i=1}^{N} c_{i}\left\|f_{i}-M_{i}\right\|\right)^{2} \leq 2 \sum_{i=1}^{N} c_{i} f_{i} \ln \left(f_{i} / M_{i}\right)
$$

This latter inequality proves that $f_{i} \rightarrow M_{i}$.
This also provides a uniform in-time, strictly positive lower bound for the $f_{i}$. Indeed, there exists $t_{*}$ such that $\forall t>t_{*}, H(f \| M) \leq \min _{i} M_{i}^{2} / 4$. Moreover, $f_{i}$ is strictly positive on the interval $\left[0, t_{*}\right]$, and thus, there exists a minimum $f^{\text {min }}$ for the finite number of $f_{i}$ on [ $0, t_{*}$ ]. The obtained lower bound is not explicit.

## 3. TIME DISCRETIZATION

In this section, we shall investigate different methods for discretizing in time the system of ordinary differential equations (2.7)-(2.8). First, we shall consider explicit schemes and afterward implicit schemes. In both cases we discuss the properties and the cost of the scheme.

### 3.1. First-Order Explicit Scheme

Let us now consider explicit schemes.
First, note that the system (2.7) that determines the evolution of the distribution function $f$ can be written as a sum of four-velocities, a so-called Broadwell system (see [17]). Moreover, the entropy function $x \ln (x)$ is convex and decays provided it decays for each Broadwell system. We shall take advantage of this particular structure to describe the first scheme.

More precisely, system (2.7) can be written in the form

$$
\frac{d f}{d t}=\sum_{i, j} B_{i, j}(f)+\sum_{i, j} \tilde{B}_{i, j}(f)
$$

with $\left(B_{i, j}(f)\right)_{k}=0$ if $k \notin\{i, i+1, j, j+1\}$. The sum $\tilde{B}$ will have exactly the same structure for the index $\{i-1, i, j, j-1\}$. Thus, each term $B_{i, j}$ only modifies four components of $f$. We denote $f_{1}, f_{2}, f_{3}$, and $f_{4}$ (or for the coefficients $c_{k}$ ) for $f_{i}, f_{i+1}, f_{j}$, and $f_{j+1}$, respectively. The evolution of these functions due to the term $B_{i, j}$ is given by

$$
\begin{align*}
\frac{d f_{1}}{d t} & =\frac{C}{c_{1}}\left(f_{2} f_{3}-f_{1} f_{4}\right) \\
\frac{d f_{2}}{d t} & =\frac{-C}{c_{2}}\left(f_{2} f_{3}-f_{1} f_{4}\right) \\
\frac{d f_{3}}{d t} & =\frac{-C}{c_{3}}\left(f_{2} f_{3}-f_{1} f_{4}\right)  \tag{3.1}\\
\frac{d f_{4}}{d t} & =\frac{C}{c_{4}}\left(f_{2} f_{3}-f_{1} f_{4}\right)
\end{align*}
$$

if $i \neq j+1$ or

$$
\begin{align*}
\frac{d f_{1}}{d t} & =\frac{2 C}{c_{1}}\left(f_{2} f_{3}-f_{1} f_{1}\right), \\
\frac{d f_{2}}{d t} & =\frac{-C}{c_{2}}\left(f_{2} f_{3}-f_{1} f_{1}\right),  \tag{3.2}\\
\frac{d f_{3}}{d t} & =\frac{-C}{c_{3}}\left(f_{2} f_{3}-f_{1} f_{1}\right),
\end{align*}
$$

if $i=j+1$ and with $C=k_{i, j}$ (or $C=k_{i-1, j}$ for the term $\tilde{B}_{i, j}$ ). Note that the evolution of one particular index $i_{0}$ involves $N$ generalized Broadwell systems. Note that for the special case $j+1=i$, system (3.2) is of the form (3.1) with $c_{4}=c_{1}$ and $f_{1}(0)=f_{4}(0)$. The exact solution for the Cauchy problem associated to such a Broadwell system (3.1) can
be computed explicitly as

$$
\begin{array}{ll}
f_{1}(t)=f_{1}^{0}+F(t) / c_{1}, & f_{2}(t)=f_{2}^{0}-F(t) / c_{2} \\
f_{3}(t)=f_{3}^{0}-F(t) / c_{3}, & f_{4}(t)=f_{4}^{0}+F(t) / c_{4} \tag{3.3}
\end{array}
$$

where $F$ is given by

$$
F(t)=D-\frac{D \exp (-C \sqrt{\Delta} t)}{1+\tilde{D}(1-\exp (-C \sqrt{\Delta} t))},
$$

with

$$
\begin{aligned}
& A=\frac{f_{1}^{0}}{c_{4}}+\frac{f_{4}^{0}}{c_{1}}+\frac{f_{3}^{0}}{c_{2}}+\frac{f_{2}^{0}}{c_{3}}, \quad B=\left(\frac{1}{c_{2} c_{3}}-\frac{1}{c_{1} c_{4}}\right)\left(f_{2}^{0} f_{3}^{0}-f_{1}^{0} f_{4}^{0}\right) \\
& \Delta=A^{2}-4 B, \quad D=\frac{2\left(f_{2}^{0} f_{3}^{0}-f_{1}^{0} f_{4}^{0}\right)}{A+\sqrt{\Delta}}, \quad \tilde{D}=\left(\frac{1}{c_{2} c_{3}}-\frac{1}{c_{1} c_{4}}\right) D / \Delta .
\end{aligned}
$$

The (partial) entropy $\sum_{k=1}^{4} c_{k} \ln \left(f_{k}(t)\right) f_{k}(t)$ decays in time. The solution remains always positive.

Let us now consider the full coupled system as a linear system, which is obviously not the case, and take a superposition of the solution of the elementary Broadwell system. More precisely, let us define $f_{i, j}$ as the exact solution, defined previously, of the Cauchy problem for the system

$$
\frac{d f_{i, j}}{d t}=2 N^{2} B_{i, j}, \quad f_{i, j}(t=0)=f^{0}
$$

and $\tilde{f}_{i, j}$ as the solution for the terms $\tilde{B}_{i, j}$ with the same initial data. Then

$$
f=\frac{1}{2 N^{2}} \sum_{i, j} f_{i, j}+\tilde{f}_{i, j}
$$

is a first-order approximation of the solution of (2.7) which preserves positivity, decays the entropy, since it decays the entropy for any Broadwell system, and conserves mass and energy for all time. The cost of this method is $O\left(N^{2}\right)$ for one time step.

The second method is based on a complete explicit scheme,

$$
f^{n+1}=f^{n}+\Delta t F P\left(f^{n}\right)
$$

First, let us exhibit a condition such that the scheme remains positive. As explained in the proof of Theorem 1, this property holds provided that $\Delta t<\tau$, where $\tau$ is defined by (2.13) and depends only on $\rho E, \rho$, and $c_{1}=\min _{i} c_{i}$.

The main advantage of this method is that the cost is linear. Indeed, due to the definition of $k_{i, j}=\min \left(\varepsilon_{i}^{3 / 2}, \varepsilon_{j}^{3 / 2}\right)$, the evaluation of the coefficients of the matrix $D$ defined before can be performed in $O(N)$ operations as explained in [6].

For the entropy, we shall use the same ideas as those in [5]. We have

$$
(f+\Delta f) \ln (f+\Delta f) \leq f \ln (f)+\Delta f \ln f+\Delta f+(\Delta f)^{2}
$$

with $f=f_{i}^{n}$ and $\Delta f=\Delta t F P\left(f^{n}\right)_{i}=\Delta t F P_{i}^{n}=\Delta t \frac{1}{c_{i}}\left(p_{i}^{n}-p_{i-1}^{n}\right)$. Adding these inequalities, and using the conservation of mass and definition of the discretized entropy, we obtain

$$
H^{n+1} \leq H^{n}+\Delta t \sum_{i} F P_{i}^{n} \ln \left(f_{i}^{n}\right)+(\Delta t)^{2} \sum_{i}\left(F P_{i}^{n}\right)^{2} / f_{i}^{n} .
$$

We take

$$
\Delta t=\min \left(\tau, \frac{-\sum_{i} F P_{i}^{n} \ln \left(f_{i}^{n}\right)}{\sum_{i}\left(F P_{i}^{n}\right)^{2} / f_{i}^{n}}\right) .
$$

Another estimate can be obtained from the fact that the system is a sum of generalized Broadwell systems (3.1). In fact, we can split the sum over all the $O\left(N^{2}\right)$ possible quadruplets in $\tilde{N}$ subsets such that each integer appears at most once in a given subset. See Appendix B for such a partition. Then the system reads

$$
\frac{d f}{d t}=\sum_{p=1}^{\tilde{N}} \sum_{(i, j) \in \Theta_{p}} B_{i, j}(f),
$$

where $\Theta_{p}$ corresponds to one subset (see Appendix B) and $B_{i, j}$ is one of the generalized Broadwell systems. We use the same splitting ideas as before, with the exact solution replaced by the explicit scheme. Then the explicit scheme can be written

$$
f^{n+1}-f^{n}=\Delta t \sum_{p=1}^{\tilde{N}} \sum_{(i, j) \in \Theta_{p}} B_{i, j}\left(f^{n}\right) .
$$

Define

$$
f^{p}=f^{n}+\Delta t \tilde{N} \sum_{(i, j) \in \Theta_{p}} B_{i, j}\left(f^{n}\right) .
$$

We have $f^{n+1}=\frac{1}{N} \sum_{p=1}^{\tilde{N}} f^{p}$. Since the entropy is convex, we have

$$
H^{n+1} \leq \frac{1}{\tilde{N}} \sum_{p=1}^{\tilde{N}} \sum_{i} c_{i} f_{i}^{p} \ln \left(f_{i}^{p}\right) .
$$

For any fixed $p$, the generalized Broadwell systems involved in $\Theta_{p}$ are distinct. Thus, the entropy decays provided that it decays for any system in $\Theta_{p}$ where $C$ is multiplied by $\tilde{N}$. It remains to compute the time step $\Delta t$ such that the explicit scheme for such a generalized Broadwell system decays the entropy.

Lemma 3.1. There exists a constant $C$ such that for each Broadwell model the time explicit scheme with time step $t$ is positive and entropic under the time step restriction $t \leq \frac{C(\Delta \varepsilon)^{2}}{\sup _{i}\left(\varepsilon_{i} f_{i}\right)}$.

Proof. We consider two indices $i$ and $j$ such that $i, i+1, j, j+1 \in\{1, \ldots, N\}$ are distinct and the Broadwell model associated with these points coming from the splitting of the full system in $\tilde{N}$ operators of an independent Broadwell model is

$$
\frac{d f_{i}}{d t}=-\frac{C_{i j}}{c_{i}} Q, \quad \frac{d f_{j+1}}{d t}=-\frac{C_{i j}}{c_{j+1}} Q, \quad \frac{d f_{i+1}}{d t}=\frac{C_{i j}}{c_{i+1}} Q, \quad \frac{d f_{j}}{d t}=\frac{C_{i j}}{c_{i}} Q
$$

with $Q=f_{j+1} f_{i}-f_{i+1} f_{j}$ and $C_{i j}=\tilde{N} \min \left(\varepsilon_{i+1 / 2}^{3 / 2}, \varepsilon_{j+1 / 2}^{3 / 2}\right)$. A time explicit discretization of such a differential equation reads

$$
\begin{aligned}
f_{i}(t) & =g_{i}-t \frac{C_{i j}}{c_{i}} Q, \quad f_{j+1}(t)=g_{j+1}-t \frac{C_{i j}}{c_{j+1}} Q, \\
f_{i+1}(t) & =g_{i+1}+t \frac{C_{i j}}{c_{i+1}} Q, \quad f_{j}(t)=g_{j}+t \frac{C_{i j}}{c_{i}} Q
\end{aligned}
$$

where $g_{i}, g_{j}, g_{i+1}, g_{j+1}$ are the initial conditions and indeed $Q=g_{i+1} g_{j}-g_{j+1} g_{i}$. Using Lemma 2.1 and the bound for $\tilde{N}$ (see Appendix B) such a scheme is positive provided that $t \leq \tau_{1}=\frac{\sqrt{2} \Delta \varepsilon^{2}}{3 C_{N} \varepsilon_{0} \sup _{k=i, i+1, j, j+1}\left(\varepsilon_{k+1 / 2} g_{k}\right)}$.

The numerical entropy associated with this scheme is

$$
\begin{aligned}
H(t)= & c_{i} f_{i}(t) \log \left(f_{i}(t)\right)+c_{i+1} f_{i+1}(t) \log \left(f_{i+1}(t)\right) \\
& +c_{j} f_{j}(t) \log \left(f_{j}(t)\right)+c_{j+1} f_{j+1}(t) \log \left(f_{j+1}(t)\right)
\end{aligned}
$$

We want to choose $t$ such that $H(t) \leq H(0)$. Now for the sake of simplicity we set $C=C_{i j}$. One can easily verify that

$$
H^{\prime}(t)=C Q \log \left(\frac{g_{j}+\frac{C t}{c_{j}} Q g_{i+1}+\frac{C t}{c_{i+1}} Q}{g_{i}+\frac{C t}{c_{i}} Q g_{j+1}+\frac{C t}{c_{j+1}} Q}\right)
$$

By construction, we have $H^{\prime}(0) \leq 0$. We exclude the case $H^{\prime}(0)=0$, which corresponds to $Q=0$ and for which indeed for all time $H(t) \leq H(0)$, so that we assume $Q \neq 0 . H(t)$ is a $C^{1}$ function of the time, and decreasing in the neighborhood of the origin. By defining $\tau$ as the first time for which $H^{\prime}(\tau)=0$, for all $t \in[0, \tau]$ we will have $H(t) \leq H(0)$. Let us now find an upper bound for $\tau$. First we must have $\tau \leq \tau_{1}$. Since we have supposed $Q \neq 0$, one can easily verify that $H^{\prime}(t)=0$ reads

$$
C^{2} Q\left(\frac{1}{c_{i+1} c_{j}}-\frac{1}{c_{j+1} c_{i}}\right) t^{2}+C\left(\frac{g_{j}}{c_{i+1}} \frac{g_{i+1}}{c_{j}}-\frac{g_{i}}{c_{j+1}} \frac{g_{j+1}}{c_{i}}\right) t-1=0
$$

$\tau$ is the solution of the second-order equation $A t^{2}+B t-1=0$ with

$$
A=C^{2} Q\left(\frac{1}{c_{i+1} c_{j}}-\frac{1}{c_{j+1} c_{i}}\right) \text { and } \quad B=C\left(\frac{g_{j}}{c_{i+1}} \frac{g_{i+1}}{c_{j}}-\frac{g_{i}}{c_{j+1}} \frac{g_{j+1}}{c_{i}}\right)
$$

If the discriminant is negative, then the entropy still decreases on $\left[0, \tau_{1}\right]$ or else there are two
real roots $\left(-B \mp \sqrt{B^{2}+4 A}\right) / 2 A$. Now in all the cases $\tau$ is given by $\tau=\left(-B+\sqrt{B^{2}+4 A}\right) /$ $2 A=2 /\left(B+\sqrt{B^{2}+4 A}\right)$. Thus an upper bound for $\tau$ is given by $\tau_{2}=1 /(|B|+\sqrt{|A|})$. It is easy to find an upper bound for $\sqrt{|A|}$ and $|B|$. We have using Lemma 2.1

$$
\begin{aligned}
|B| & \leq \tilde{N}\left(\max \left|\frac{C g_{i+1}}{c_{j}}+\frac{C g_{j}}{c_{i+1}}\right|,\left|\frac{C g_{j+1}}{c_{i}}+\frac{C g_{i}}{c_{j+1}}\right|\right) \\
& \leq 2 \tilde{N} \sup _{k=i, i+1, j, j+1}\left(\varepsilon_{k+1 / 2} g_{k}\right)_{k=i, i+1, j, j+1}\left|\frac{\sqrt{\varepsilon_{k+1 / 2}}}{c_{k}}\right| \\
& \leq \frac{1}{\Delta \varepsilon} 3 \sqrt{2} \tilde{N} \sup _{k=i, i+1, j, j+1}\left(\varepsilon_{k+1 / 2} g_{k}\right)
\end{aligned}
$$

and for $\sqrt{|A|}$

$$
\begin{aligned}
|A| & \leq \tilde{N}\left|\varepsilon_{i+1 / 2} f_{i} \varepsilon_{j+1 / 2} f_{j+1}-\varepsilon_{j+1 / 2} f_{j} \varepsilon_{i+1 / 2} f_{i+1}\right|\left|\frac{\sqrt{\varepsilon_{i+1 / 2} \varepsilon_{j+1 / 2}}}{c_{i+1} c_{j}}-\frac{\sqrt{\varepsilon_{i+1 / 2} \varepsilon_{j+1 / 2}}}{c_{j+1} c_{i}}\right| \\
& \leq \frac{9}{2} \tilde{N}^{2} \sup _{k=i, i+1, j, j+1}\left(\varepsilon_{k+1 / 2} g_{k}\right)
\end{aligned}
$$

so that an upper bound for $\tau_{2}$ is given by

$$
\tau_{2} \geq \frac{\Delta \varepsilon^{2}}{\frac{9}{\sqrt{2}} C_{N} \varepsilon_{0} \sup _{k=i, i+1, j, j+1}\left(\varepsilon_{k+1 / 2} g_{k}\right)}=\tau_{3} .
$$

We must now consider the special case $j+1=i$. The Broadwell model is now

$$
\frac{d f_{i}}{d t}=-2 \frac{C_{i}}{c_{i}} Q, \quad \frac{d f_{i-1}}{d t}=\frac{C_{i}}{c_{i-1}} Q, \quad \frac{d f_{i+1}}{d t}=\frac{C_{i}}{c_{i+1}} Q
$$

with $Q=f_{i+1} f_{i-1}-f_{i}^{2}$ and now $C_{i}=C_{i, i-1}=\tilde{N} \min \left(\varepsilon_{i+1 / 2}^{3 / 2}, \varepsilon_{i-1 / 2}^{3 / 2}\right)$. The time explicit discretization of such a differential equation reads

$$
f_{i}(t)=g_{i}-2 t \frac{C_{i}}{c_{i}} Q, \quad f_{i+1}(t)=g_{i+1}+t \frac{C_{i}}{c_{i+1}} Q, \quad f_{i-1}(t)=g_{i-1}+t \frac{C_{i}}{c_{i-1}} Q,
$$

where $g_{i}, g_{i-1}, g_{i+1}$ is the initial condition and indeed $Q=g_{i+1} g_{i-1}-g_{i}^{2}$.
The numerical entropy associated with this scheme is

$$
H(t)=c_{i} f_{i}(t) \log \left(f_{i}(t)\right)+c_{i-1} f_{i-1}(t) \log \left(f_{i-1}(t)\right)+c_{i+1} f_{i+1}(t) \log \left(f_{i+1}(t)\right)
$$

We could do the same analysis as for the Broadwell model for four distinct velocities and one finds that under the time step restriction $t \leq \frac{1}{2} \tau_{3}$ the explicit scheme for such a Broadwell model is positive and entropic.

As a consequence if the time step for the explicit scheme for the FPLE equation satisfies

$$
\begin{equation*}
\Delta t \leq \frac{\Delta \varepsilon^{2}}{\frac{18}{\sqrt{2}} C_{N} \varepsilon_{0} \sup _{i=1}^{N-1}\left(\varepsilon_{i+1 / 2} \sup \left(f_{i}, f_{i+1}\right)\right)}=\Delta t_{e} \tag{3.4}
\end{equation*}
$$

then the scheme is positive and entropic. Let us now analyze the dependence of $\Delta t_{e}$ through $\sup _{i}\left(\varepsilon_{i+1 / 2} \sup \left(f_{i}, f_{i+1}\right)\right)$. We can first remark that we can replace $\sup _{i}\left(\varepsilon_{i+1 / 2} \sup \left(f_{i}, f_{i+1}\right)\right)$
by $\varepsilon_{0} \sup _{i}\left(f_{i}\right)$ using the definition of $\varepsilon_{i+1 / 2}$. The second remark is that $\sup _{i}\left(\varepsilon_{i+1 / 2} \sup \right.$ $\left.\left(f_{i}, f_{i+1}\right)\right) \leq \frac{3}{2} \sup _{i}\left(\varepsilon_{i} f_{i}\right)$. The third remark is that $\Delta t_{e}$ could never vanish thanks to the conservation of the mass and the temperature. It would be interesting to have also an estimate of these norms for the continuous problem and at equilibrium, that is, when $f=$ $\frac{\rho}{(2 \pi k T)^{3 / 2}} \exp ^{-\varepsilon / 2 k T}$, where $\rho$ is the density and $T$ is the real temperature. In this case

$$
\|\varepsilon f\|_{\infty}=\frac{\rho}{(\pi)^{3 / 2}(2 k T)^{1 / 2}} \exp (1)^{-1} \quad \text { and } \quad\|f\|_{\infty}=\frac{\rho}{(2 \pi k T)^{3 / 2}}
$$

To our knowledge there is no result about the $L_{\infty}$ norm of $f$ or $\varepsilon f$ for the continuous FPLE. The only known result is for the Boltzmann equation and it has been obtained by Arkeryd [1]. We notice at this point that for discrete velocity methods [4] for the Boltzmann equation, it is possible to use the above method to find a time step restriction to ensure the decay of the entropy using a time explicit discretization.

Numerical examples show that during the time evolution these norms remain bounded by the corresponding norms for the initial condition and the equilibrium state.

### 3.2. Second-Order Explicit Scheme

Let us now consider second-order time discretization. We have made the choice of the Runge-Kutta of order 2. Let

$$
f^{n+1 / 2}=f^{n}+\Delta t F P\left(f^{n}\right)
$$

The scheme is defined by

$$
\begin{equation*}
f^{n+1}=f^{n}+\frac{\Delta t}{2}\left(F P\left(f^{n}\right)+F P\left(f^{n+1 / 2}\right)\right) \tag{3.5}
\end{equation*}
$$

We can notice that this scheme is indeed conservative in mass and energy and preserves the equilibrium state.

Let us now define $g_{0}, g_{1}, g_{2}, g_{3}$ by

$$
\begin{aligned}
& g_{0}=f^{n}, \quad g_{1}=g_{0}+\frac{1}{\mu} F P\left(g_{0}\right) \\
& g_{2}=\frac{1}{2}\left(g_{0}+g_{1}+\frac{1}{\mu}\left(F P\left(g_{0}, g_{1}\right)+F P\left(g_{1}, g_{0}\right)\right)\right), \quad g_{3}=g_{1}+\frac{1}{\mu} F P\left(g_{1}\right),
\end{aligned}
$$

where $\mu$ is a positive parameter and $F P(f, g)+F P(g, f)$ is the polar form associated to the quadratic operator $F P(f)$.

If we set now $x=\mu \Delta t$, (3.5) can be rewritten as

$$
\begin{equation*}
f^{n+1}=\left(1-x+x^{2} / 2\right) g_{0}+\frac{x}{2}\left(2-3 x+x^{2}\right) g_{1}+\left(x^{2}-x^{3}\right) g_{2}+\frac{x^{3}}{2} g_{3} \tag{3.6}
\end{equation*}
$$

The implementation of such a scheme is made in the form (3.5) so that the cost is double the cost of the first-order scheme. But to analyze the positivity and the entropic properties of this scheme, the form (3.6) is more suitable. Let us remark that $f^{n+1}$ is a positive linear convex combination of $g_{0}, g_{1}, g_{2}$, and $g_{3}$ if and only if $x \leq 1$; that is, $t \leq 1 / \mu$.

Let us analyze the positivity of such a scheme. It suffices to choose $\mu$ such that all the $g_{i}$ 's are positive. Using the analysis made for the first-order explicit scheme it is clear that if $\mu$ verifies the CFL condition $\frac{1}{\mu} \leq \tau$, where $\tau$ is defined by (2.13), then $g_{0}, g_{1}$, and $g_{3}$ are positive. It is also true for $g_{2}$ since

$$
g_{2}=\frac{1}{2}\left(g_{0}\left(1-\frac{1}{\mu} K\left(g_{1}\right)\right)+g_{1}\left(1-\frac{1}{\mu} K\left(g_{0}\right)\right)+\frac{1}{\mu}\left(G\left(g_{0}, g_{1}\right)+G\left(g_{1}, g_{0}\right)\right)\right),
$$

where $G(f, g)+G(g, f)$ is the polar form associated to the positive and quadratic operator $G(f)$ and then it is also a positive operator. Since $g_{0}$ and $g_{1}$ have the same mass and energy it is clear using Lemma 2.2 that if $\frac{1}{\mu} \leq \tau$ then $g_{2}$ is positive. The same holds for $g_{3}$.

Let us study the decay of the entropy. We want that

$$
H\left(f^{n+1}\right) \leq H\left(f^{n}\right) .
$$

Using the convexity of the function $y \rightarrow y \log (y)$, it is sufficient to find $x=\mu \Delta t$ such that

$$
H\left(g_{1}\right) \leq H\left(g_{0}\right), \quad H\left(g_{2}\right) \leq H\left(g_{0}\right), \quad H\left(g_{3}\right) \leq H\left(g_{0}\right)
$$

Using the result obtained for the first-order scheme, it is not possible to find a time step restriction of the form $\Delta t \leq C(\Delta \varepsilon)^{2}$, since the constant $C$ depends on the $L^{\infty}$ norm of $f$ or $\varepsilon f$ for which we have no results concerning their evolution and since $g_{i}$ depends on the $g_{k}$ 's for $k=1, \ldots, i-1$.

### 3.3. Implicit Schemes

The full implicit scheme for the FPLE can be written as

$$
\begin{equation*}
f=g+t F P(f) \tag{3.7}
\end{equation*}
$$

where $f, g$ denote $N$-dimensional vectors and the collision operator $F P$ corresponds to system (2.7).

The existence of a solution for the implicit scheme is ensured by the Brouwer fixed point theorem. We set $\rho$ as the mass of $g$ and $C>0$ such that $C \rho f+F P(f)$ is a positive operator for all positive $f$ and the mass of $f$ is less than or equal to $\rho$. Then (3.7) can be rewritten as

$$
\begin{equation*}
f(1+\rho C t)=g+\rho C t\left(f+\frac{F P(f)}{\rho C}\right) \tag{3.8}
\end{equation*}
$$

The mapping

$$
\begin{equation*}
T(f)=\frac{1}{1+\rho C t} g+\frac{\rho C t}{1+\rho C t}\left(f+\frac{F P(f)}{\rho C}\right) \tag{3.9}
\end{equation*}
$$

is continuous from the convex compact set

$$
E=\{f>0 \text { such that mass of } f \text { is less or equal to } \rho\}
$$

into itself. Thus the Brouwer fixed point theorem ensures the existence of an element $f^{*}$ of $E$ such that $f^{*}=T\left(f^{*}\right)$ and $f^{*}$ necessarily has the same mass and energy as those of $g$. The main problem of this result is that this is not a constructive procedure.

Let us recall that the implicit scheme is automatically entropic. Indeed, we have

$$
H(f)-H(g)=\int g \ln (f / g)+\Delta t \int F P(f) \ln (f)
$$

Using the classical inequality $x \ln (y / x) \leq y-x$, the mass conservation and $\int F P(f)$ $\ln (f) \leq 0$ we have the desired result. Note that this classical result holds, the sum being discrete or not.

In practice, one should find an iterative method to solve (3.7) such that the sequence of the approximated solutions to (3.7) converges toward a fixed point for sufficiently small time step. Generally, such methods never compute exactly the solution of the implicit scheme (since the iterative procedure is stopped at some point) and this could introduce a large error in energy (see [14]) if the iterative procedure did not conserve this quantity. Moreover, such a method could be very expensive.

The difficulty of defining an iterative method to solve (3.7) comes from the fact that $F P(f)$ can be written as $D(f) \cdot f+C(f) \cdot f$, where $D(f)$ and $C(f)$ are tridiagonal matrices $(D(f)$ is a M-matrix, $D(f) \cdot f$ represents the diffusive part of the operator, and $C(f) \cdot f$ is the convective part), but $D(f)$ and $C(f)$ highly depend on $f$ and do not conserve the energy separately. Moreover $C(f) \cdot f$ does not correspond to an upwind discretization of the convective part.

An interesting constructive procedure to find $f^{*}$ is the one based on the proof of the existence of a solution for the Boltzmann equation in the homogeneous case due to Arkeryd [2]. The aim of the method is to choose $C$ sufficiently large such that $C \rho(f) f+F P(f)$, with $\rho(f)$ the mass of $f$, is a positive and monotone operator. This is always possible in our case since it is a quadratic operator building a monotone sequence of approximation which then converges toward a limiting value in the same space. Equation (3.7) can be rewritten as

$$
f(1+\rho C t)=g+\rho(f) C t\left(f+\frac{F P(f)}{\rho(f) C}\right)
$$

By setting

$$
T(f)=\frac{1}{1+\rho C t} g+\frac{\rho(f) C t}{1+\rho C t}\left(f+\frac{F P(f)}{\rho(f) C}\right)
$$

the iterate procedure is defined by

$$
f_{p+1}=T\left(f_{p}\right)
$$

starting from $f_{0}=0$. One can easily verify that such a procedure defines an increasing sequence of $f_{p}$ which converges toward a limiting value $f^{*}$ for each $t$ such that each of the $f_{p}$ have the same energy as $g$.

But one can also easily verify that $f^{*}$ is such that $\rho\left(f^{*}\right)=\min (\rho, 1 / C t)$; that is, $f^{*}$ is a solution of (3.7) if and only if the time step verifies $\rho C t<=1$, which is an explicit time step restriction. Thus such a method is not suitable for an implicit scheme. Moreover the convergence is very slow.

A more efficient solution to obtain an implicit scheme for the FPLE has been proposed by Epperlein in [14] and it is based on the linearization of the collision operator. More
precisely, he writes (see Eq. (16) in [14])

$$
F P\left(f^{n+1}\right)=F P\left(f^{n}\right)+\frac{\partial F P\left(f^{n}\right)}{\partial f}\left(f^{n+1}-f^{n}\right)+O\left(t^{2}\right)
$$

In our case, we have

$$
\frac{\partial F P\left(f^{n}\right)}{\partial f} f^{n}=2 F P\left(f^{n}\right)
$$

since $F P$ is a quadratic form in $f$. Retaining only the linearized operator, the implicit scheme reduces to the system

$$
\left(I_{d}-\Delta t \frac{\partial F P\left(f^{n}\right)}{\partial f}\right) f^{n+1}=\left(I_{d}-\frac{\Delta t}{2} \frac{\partial F P\left(f^{n}\right)}{\partial f}\right) f^{n}
$$

Thus, the solution can be obtained directly (without an iterative procedure). But, one needs to solve a full linear system and the cost is $O\left(N^{3}\right)$ as for the explicit scheme (a linear cost of one evaluation of the collision term and time step restriction is $\left.\Delta t \leq C(\Delta \varepsilon)^{2}\right)$ for simulating the same time interval. This method is conservative and preserves the Maxwellian state but it is not proved at least to our knowledge that the solution remains positive and that the entropy decays for any time step. Moreover the equilibrium state cannot be achieved in one step; subcycling is needed. We refer to [14] for more details on this method.

In conclusion, it seems impossible to find an iterative procedure to compute the implicit solution which is conservative in mass and energy and entropic at each step for a cost lower than the cost of the explicit scheme, which is $O\left(N^{3}\right)$.

To treat high densities or equivalently small mean free path zones, we suggest using a subcycling method until one has attained a time simulation not too large compared with the time collision. Afterward we suggest continuing the simulation in one step by using the method based on Wild sums proposed by Pareschi et al. in [24] (the aim of this method consists of replacing the kinetic equation by the BGK equation near the equilibrium) or replacing the FPLE equation by the linear Fokker-Planck equation near the equilibrium state, since for the linear Fokker-Planck equation it is possible to have a low-cost implicit scheme.

## 4. EXTENSIONS

In this last section, we review some possible extensions. One of the main advantages of this method is its natural generalization to a multispecies case preserving all the properties (conservation, entropy, etc.).

### 4.1. Nonuniform Grid

It would be useful to extend this non-log discretization of the FPLE on nonuniform meshes, like a uniform mesh in velocity that has been considered in [6]. Unfortunately this is not straightforward on the non-log form of the FPLE if we want to preserve all of the properties of (2.7). A direct discretization of the non-log form (1.2) of the FPLE as in [3] gives a conservative scheme but does not preserve the positivity and the equilibrium state unless the grid is uniform as shown before. Using the Chang and Cooper formulae (see [ 9,14$]$ ) permits us to preserve the equilibrium state but nothing can be said about the decay
of the entropy and the positivity of the scheme. A way to achieve this goal could be to discretize the log form as in [6] and to use the same kind of average of the product $g_{i, j}$ as in Section 2.2 to recover a scheme not involving a log term.

### 4.2. Multispecies

First, let us write the isotropic collision operator with interspecies collision (denote by $a$ and $b$ the two species)

$$
\begin{aligned}
\partial_{t} f_{a}= & \frac{\mu_{a b}^{2}}{m_{a}} \frac{1}{\sqrt{\varepsilon_{a}}} \frac{\partial}{\partial \varepsilon_{a}} \int_{0}^{\varepsilon_{a}} f_{a}\left(\varepsilon_{a}\right) f_{b}\left(\varepsilon_{b}\right)\left(\frac{1}{m_{a}} \frac{\partial}{\partial \varepsilon_{a}} \ln f_{a}\left(\varepsilon_{a}\right)-\frac{1}{m_{b}} \frac{\partial}{\partial \varepsilon_{b}} \ln f_{b}\left(\varepsilon_{b}\right)\right) \\
& \times k\left(\varepsilon_{a}, \varepsilon_{b}\right) d \varepsilon_{b} \\
\partial_{t} f_{b}= & \frac{\mu_{a b}^{2}}{m_{b}} \frac{1}{\sqrt{\varepsilon}} \frac{\partial}{\partial \varepsilon_{b}} \int_{0}^{\varepsilon_{a}} f_{a}\left(\varepsilon_{a}\right) f_{b}\left(\varepsilon_{b}\right)\left(\frac{1}{m_{b}} \frac{\partial}{\partial \varepsilon_{b}} \ln f_{b}\left(\varepsilon_{b}\right)-\frac{1}{m_{a}} \frac{\partial}{\partial \varepsilon_{a}} \ln f_{a}\left(\varepsilon_{a}\right)\right) \\
& \times k\left(\varepsilon_{a}, \varepsilon_{b}\right) d \varepsilon_{a},
\end{aligned}
$$

where $\mu_{a b}=\frac{m_{a} m_{b}}{m_{a}+m_{b}}$ is the reduced mass and as for the one species operator $k(x, y)=$ $\min \left(x^{3 / 2}, y^{3 / 2}\right)$.

Using the change of variables $E_{a}=\varepsilon_{a} m_{a}$ and $E_{b}=+\varepsilon_{b} m_{b}$ the system leads to

$$
\begin{aligned}
\partial_{t} f_{a}= & \frac{\sqrt{m_{a}} \mu_{a b}^{2}}{m_{b}} \frac{1}{\sqrt{E_{a}}} \frac{\partial}{\partial E_{a}} \int_{0}^{E_{a}} f_{a}\left(E_{a}\right) f_{b}\left(E_{b}\right)\left(\frac{\partial}{\partial E_{a}} \ln f_{a}\left(E_{a}\right)-\frac{\partial}{\partial E_{b}} \ln f_{b}\left(E_{b}\right)\right) \\
& \times k\left(E_{a}, E_{b}\right) d E_{b} \\
\partial_{t} f_{b}= & \frac{\sqrt{m_{b}} \mu_{a b}^{2}}{m_{b}} \frac{1}{\sqrt{E_{b}}} \frac{\partial}{\partial E_{b}} \int_{0}^{E_{a}} f_{a}\left(E_{a}\right) f_{b}\left(E_{b}\right)\left(\frac{\partial}{\partial E_{b}} \ln f_{b}\left(E_{b}\right)-\frac{\partial}{\partial E_{a}} \ln f_{a}\left(E_{a}\right)\right) \\
& \times k\left(E_{a}, E_{b}\right) d E_{a} .
\end{aligned}
$$

It is straightforward to extend the discretization (2.7) for the multispecies FPLE, using a uniform grid for the two species with $\Delta E_{a}=\Delta E_{b}$. We refer to [8] for such an analysis for a mixture of electrons and ions.

## 5. NUMERICAL RESULTS

The classical Rosenbluth test. The numerical test presented now is inspired from the work of Rosenbluth et al. [25] and has been used by Larroche [19] and Frenod and LucquinDesreux [16] to test numerical methods for the Fokker-Planck-Landau equation. The initial data are given by

$$
\begin{equation*}
f^{0}(\varepsilon)=0.01 \exp \left(-10[\sqrt{\varepsilon}-0.3 / 0.3]^{2}\right) \tag{5.1}
\end{equation*}
$$

We take a uniform grid of 50 meshes and $\varepsilon_{0}=2$. All the quantities are normalized. We will show the entropy and the distribution function at time $t=0,9,36,81,144,225,324,441$, 576, 729, and 900 for the first-order scheme (Fig. 1). The same tests have been performed with the second-order scheme and give similar results (the errors are compared below).


FIG. 1. Rosenbluth test, first-order scheme.

Second test: Dirac initial distribution. We choose a Dirac measure in energy that is a spherical shell in the tridimensional velocity space. This typical test cannot be performed with the $\log$ scheme. We use the same grid as that for the Rosenbluth test. We will show the entropy and the distribution function at different times between $t=0$ and 100 collision times for the first-order scheme (Fig. 2). Once again, the same tests have been performed with the second-order scheme and give similar results.

Time discretization error. We show the error due to the time discretization using the firstand second-order scheme on one time step starting from the Rosenbluth initial condition or from a $\delta$ function. We show the error in $L_{\infty}$ norm (Fig. 3) and also in $L_{1}$ norm (Fig. 4).
$L^{\infty}$ norm for $f$ and $\varepsilon f$. For the two test cases presented here we show also the time evolution of the $L_{\infty}$ norm for $f$ and $\varepsilon f$ in Fig. 5. For the two examples the $L^{\infty}$ norm of $\varepsilon f$


FIG. 2. $\delta$ function test, first-order scheme.


FIG. 3. Error for the $L_{\infty}$ norm.


FIG. 4. Error for the $L_{1}$ norm.


FIG. 5. Time evolution of $L^{\infty}$ norm for $f$ amd $\varepsilon f$
is much smaller than for $f$. We can also remark that these two norms remain bounded in time and seem to depend only on the initial condition and the equilibrium state. The errors are shown using log display for the axis.

## 6. CONCLUSION

Numerical methods for the FPLE not involving the use of the log of the distribution function have practical interest since one can use them for distribution functions that are null in some portion of the numerical velocity space (e.g., a Dirac initial distribution). The scheme based on the non-log form of the Landau equation in the isotropic case has a very simple structure like the discrete model of the Boltzmann equation. We have shown that this scheme can be rendered entropic under time CFL criteria involving the $L^{\infty}$ norm of the solution. In this explicit form, this scheme has a cost comparable to the existing implicit schemes for this equation and has all the properties of the continuous model. But implicit time discretization of this scheme is not straightforward as claimed in [3]. Moreover, this scheme has good properties only for uniform meshes in energy.

## APPENDIX A

## Existence and Uniqueness of an Equilibrium Steady State

We shall now prove the existence and uniqueness of a steady-state equilibrium function for a discretized one-dimensional distribution function.

The uniqueness is needed to prove the reverse implication in the H-theorem. Indeed, for some sequence, we have

$$
d_{t} H\left(f_{i}\left(t_{k}\right)\right) \rightarrow 0, \quad f_{i}\left(t_{k}\right) \rightarrow f_{i}^{\infty}
$$

This implies that $d_{t} H\left(f_{i}^{\infty}\right)=0$ by continuity but we need to prove that $M_{i}$ is the unique solution for this system of equations.

More precisely, for any discretized positive distribution function $f_{i}^{0}$, there exists a unique $M_{T^{0}}$ such that

$$
\rho\left(f^{0}\right)=\rho\left(M_{T^{0}}\right), \quad E\left(f^{0}\right)=E\left(M_{T^{0}}\right)
$$

where the discretized density and energy are defined by

$$
\rho(g)=\sum_{i \in I} c_{i} g_{i}, \quad E(g)=\sum_{i \in I} c_{i} \varepsilon_{i} g_{i}
$$

and the equilibrium function is of the form

$$
M_{T^{0}}(i)=n_{0} \exp \left(-\varepsilon_{i} / T^{0}\right)
$$

Moreover, the temperature is positive if and only if

$$
E\left(f^{0}\right) / \rho\left(f^{0}\right)<E_{\infty} \stackrel{\text { def }}{=} \frac{\sum_{i \in I} c_{i} \varepsilon_{i}}{\sum_{i \in I} c_{i}}
$$

Let us recall that $c_{i}$ are defined by (2.1) that can be simplified for a uniform grid in

$$
c_{i}=\frac{1}{2}\left(v_{i+1 / 2}+v_{i-1 / 2}\right) \Delta \varepsilon ;
$$

i.e., $c_{i} \approx \sqrt{\varepsilon_{i}} \Delta \varepsilon$.

One can assume that $\rho\left(f^{0}\right)=\sum_{i \in I} c_{i} f_{i}^{0}=1$ by choosing the density $n_{0}$ in the definition of $M_{T^{0}}$.

Then, we have to determine $T$ such that

$$
E(T) \stackrel{\operatorname{def}}{=} \frac{\sum_{i \in I} c_{i} \varepsilon_{i} \exp \left(-\varepsilon_{i} / T\right)}{\sum_{i \in I} c_{i} \exp \left(-\varepsilon_{i} / T\right)}=E^{0}
$$

with $E^{0}=\sum_{i \in I} c_{i} \varepsilon_{i} f_{i}^{0}$. Let us first consider the case $T>0$. The function $E(T)$ is smooth and continuous on $] 0, \infty[$. Straightforward calculations give

$$
\lim _{T \rightarrow+\infty} E(T)=\frac{\sum_{i \in I} c_{i} \varepsilon_{i}}{\sum_{i \in I} c_{i}}
$$

and

$$
\lim _{T \rightarrow 0^{+}} E(T)=\varepsilon_{0}=0
$$

The derivative of $E(T)$ with respect to $T$ is given by

$$
\frac{d E}{d T}=\frac{1}{T^{2}} \frac{\left(\sum_{i \in I} c_{i} \exp \left(-\varepsilon_{i} / T\right)\right)\left(\sum_{i \in I} c_{i} \varepsilon_{i}^{2} \exp \left(-\varepsilon_{i} / T\right)\right)-\left(\sum_{i \in I} c_{i} \varepsilon_{i} \exp \left(-\varepsilon_{i} / T\right)\right)^{2}}{\left(\sum_{i \in I} c_{i} \exp \left(-\varepsilon_{i} / T\right)\right)^{2}}
$$

Then, the Cauchy-Schwartz inequality ensures that $E$ is decreasing with $T$. Therefore, when $\left.E^{0} \in\right] 0, E_{\infty}\left[\right.$, there exists a unique $T>0$ such that $E(T)=E^{0}$.

Let us now turn to the (unphysical) case of negative temperature. The function $E(T)$ is again continuous (in fact, the only point of discontinuity is 0 ). We have

$$
\lim _{T \rightarrow-\infty} E(T)=\varepsilon_{N}
$$

and

$$
\lim _{T \rightarrow 0^{-}} E(T)=E_{\infty}
$$

and the function is decreasing. Therefore, there exists a unique negative $T$ if and only if $f^{0}$ is such that $\left.E\left(f^{0}\right) \in\right] E_{\infty}, \varepsilon_{N}[$.

In the case of negative temperature, this means that that the initial distribution is not well represented on the grid and the maximal energy $\varepsilon_{N}$ should be increased.

## APPENDIX B

## Partitions into $O(N)$ Independent Subsets

The evolution of $f_{i}$ is governed by a system which is the sum of a four-velocities system involving integers in the set

$$
\Theta=\{(i, i+1, j, j+1), \text { s.t. } i>j, i=1, \ldots, N-1\} .
$$

We shall construct a partition of $\Theta$ into $O(N)$ subsets involving only distinct integers.

First, note that each quadruplet in $\Theta$ is determined by the couple $(i, j)$. Let us split $\Theta$ into subsets according to the value of $k=i-j$. The case $k=1$ is particular since the corresponding subset can be split into three classes according to the value of $i \bmod 3$ since $(i, i+1=j, j+1)$ are consecutive integers in this case. For any $k>1$ fixed, the quadruplets are characterized by the value of $i$ (which are either odd or even). If $k$ is even, then the subset is divided in two parts: the integers such that $i \bmod 2 k \in[0, k$ [ and the others (such that $i \bmod 2 k \in[k, 2 k-1[$. In the case where $k$ is odd, the subsets are separated into three parts according to the value of $i \bmod 2 k$ being $\ln [0, k-1]$, in $[k+1,2 k-1[$, or in $[k, k+1]$.

Let us introduce the notation $\Theta=\cup_{i=1, \ldots . \tilde{N}} \Theta_{i}$. It is easy to see that the partition described above is such that one integer is at most in one of the quadruplet of a given subset. Moreover, there are $O(N)$ subsets. In fact, the number of subsets $\tilde{N}$ in the partition is bounded by $C_{N} N$, where $C_{N}$ is close to 5 (four subsets for each $k$ even and six for each odd $k$ ) and is bounded by 6 .
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